
HW3 Due: April 28th 11:59 pm

1 Bayesian perspective of Lasso regression

Recall that the Lasso regression can be formulated as the following optimization problem:

β̂lasso
“ argmin

βPRp

t

n
ÿ

i“1

pyi ´ β0 ´ xT
i βq

2
` λ

p
ÿ

j“1

|βj|u

where λ ą 0 and β “ pβ1, . . . , βpq
T . Now consider its Bayesian counterpart where we have

yi
iid
„ N pβ0 ` xT

i β, σ
2
q, i “ 1, . . . , n

βj
iid
„ Laplacep0, τ 2q, j “ 1, . . . , p

1. Write out the log density of the following terms:

• log ppyi|β, σ
2, τ 2q

• log ppβj|τ
2q

2. Show that the posterior density ppβ|y, σ2, τ 2q9
n

ś

i“1

ppyi|β, σ
2, τ 2q

p
ś

j“1

ppβj|τ
2q

3. Show that the maximum a posterior (MAP) estimate βMAP

β̂MAP
“ argmax

βPRp

tppβ|y, σ2, τ 2qu

is the same as the Lasso estimate for any fixed σ2 ą 0 and τ 2 ą 0 when λ “ 2σ2

τ2
.

2 Standard error estimate of ANOVA

Consider the one way ANOVA model

Yjk “ µ ` αj ` ϵjk

with the sum-to-zero constraint
m
ř

j“1

αj “ 0 and normal distributed error ϵjk
iid
„ N p0, σ2q. And

the linear model with dummy variables

Yjk “ γ0 `

m´1
ÿ

i“1

γiDijk ` ϵjk

where Dijk is the dummy variable such that Dijk “ 1 if and only if i “ j. We refer to the
latter model as the dummy-variable model.

1. Show that γ̂i ` γ̂0 “ µ̂ ` α̂i for i “ 1, . . . ,m ´ 1 and γ̂0 “ µ̂ ` α̂m

2. Show that SE
Ź

pµ̂jq can be constructed by using the variance-covariance matrix (Σ
Ź

)
estimated from the dummy-variable model.
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3 JF exercise 8.10

Testing contrasts using group means: Suppose that we wish to test a hypothesis concerning
a contrast of group means in a one-way ANOVA:

H0 : c1µ1 ` c2µ2 ` ¨ ¨ ¨ ` cmµm “ 0

where c1 ` c2 ` ¨ ¨ ¨ ` cm “ 0. Define the sample value of the contrast as

C ” c1Ȳ1 ` c2Ȳ2 ` ¨ ¨ ¨ ` cmȲm

and let

C
12

”
C2

c21
n1

`
c22
n2

` ¨ ¨ ¨ `
c2m
nm

C
12 is the sum of squares for the contrast.

Show that under the null hypothesis

1. E pCq “ 0

2. VarpCq “ σ2p
c21
n1

`
c22
n2

` ¨ ¨ ¨ `
c2m
nm

q

3. t0 “ C 1{SE follows a t-distribution with n ´ m degrees of freedom. [Hint: The Ȳj are
independent, and each is distributed as Npµj, σ

2{njq]
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